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While the value of lessons learning is proclaimed far and wide by industry experts, recent accidents in OECD 
countries put into question the degree to which high hazard industries are using accident information effectively.  
Lessons learning is a central part of chemical accident risk management because it confronts the reality that 
individuals, and at a larger scale, organisations, can be blind to the potential for failure in a system. The safety 
management system (SMS) and the risk management processes, which encompass hazard identification, risk 
assessment and risk treatment, are the expression of conscious efforts to deal with these vulnerabilities. 
Insufficient identification of hazards in process design, and underestimation of the risk associated with even the 
smallest deviations from established standards and procedural norms may have serious and sometimes even 
fatal impacts. So it is crucial that lessons learned from incidents provide input into the risk analysis process. It 
is equally important that those involved know how to identify and apply the relevant lessons from the resources 
available and do so. There is plenty of evidence from recent accidents and studies that lessons available from 
incidents were not used effectively. While there is an ample supply of chemical accident information within large 
corporations as well as in the public domain, the accessibility and exploitation of these resources has not 
necessarily grown. The authors argue that one explanation for failing to learn from past lessons stems from a 
collective failure of all stakeholders to invest in lessons learning beyond reporting chemical accident 
investigation findings. The authors further argue that a major reason for this is that the traditional ‘command and 
control’ form of leadership, prevalent in industry, inhibits organisational learning by taking inadequate account 
of the operational context and failing to achieve an effective balance between control and adaptation. Recent 
empirical studies underline the importance of this balance of administrative and adaptive practices for 
organisational learning to be effective, so that lessons from incidents are embedded into operational reality. The 
authors propose how such a learning culture can be achieved by employing specific adaptive and enabling 
leadership practices. 

1. Introduction: the problem 
There is widespread agreement in the hazardous industries that lessons learned are critical to reducing accident 
risk. The idea is far older than chemical process safety. Biblical reference to history repeating itself is as early 
as Ecclesiastes 1:9: ‘There is nothing new under the sun’, and it has been taken for granted since the beginning 
of the industrial age that we need to learn from technological disasters to prevent similar tragedies. In the last 
century, several countries formalised their commitment to this principle through various legal frameworks, 
particularly by establishing investigation boards for major industrial disasters. In the wake of the 1984 Bhopal 
chemical disaster, the chemical industry was forced to seriously reflect whether its current strategies were 
sufficient to prevent major chemical disasters and gain public trust. Trevor Kletz, a visionary proponent of 
chemical process safety well before Bhopal, strongly promoted lessons learning as a way forward for the 
industry. The very first line of his book Organisations Have No Memory, is ‘It might seem to an outsider that 
industrial accidents occur because we do not know how to prevent them. In fact, they occur because we do not 
use the knowledge that is available.’ (Kletz, 1993) He then describes a vision of incidents providing essential 
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information on weaknesses threatening system safety and how organisations must find ways to keep the 
learnings alive in the organisation. Sadly, there is much evidence that this vision has not yet been achieved. In 
this paper the authors provide a summary of this evidence, what obstacles are inhibiting it, and finally, practical 
recommendations for how these can be overcome to build a transformative learning culture. 

2. Trying to learn lessons that make a difference 
In organisational learning theory, all learning starts with the acquisition of information. In the context of chemical 
risk management, collecting information from incidents is the critical first step, followed by processing and storing 
the information. Processing, in this context analysing incidents, commonly only addresses the specific situation 
or failure in question (‘the pipe broke’) resulting in so-called ‘single-loop’ learning (‘fix the pipe’). However, more 
valuable ‘double-loop’ learning may be achieved (Argyris & Schön, 1978, 1996) to address the underlying 
assumptions, policies and values that may have allowed, or even encouraged, the failure to occur (‘cut 
maintenance costs’). Clearly, in the interests of reducing risk, double-loop learning would lead an organisation 
to review how its management and philosophy should be changed to prevent future failures. In recent decades, 
efforts have been made by industry and government to make these concepts operable for the prevention of 
industrial accidents, but so far with limited success. 
Theory of incident causation has developed in distinct phases, from the ‘domino’ accident model (Heinrich, 
1936) and the ‘cause-and-effect’ models of ‘Failure Modes and Effects Analysis’ (US Dept of Defense, 1949) 
and ‘fault tree analysis’ (Watson, 1961) through the ‘behavioural safety’ approach (Krause, 1990) criticised for 
its potential for blaming workers and its ‘fallacy of mono-causality’ (Hopkins, 2006). All these are single-loop 
learning approaches. Thinking, then, widened to a more double-loop epidemiological approach taking into 
account the influence of organisational processes and conditions on human error (Cullen, 1990; Perrow, 1984; 
Reason, 1990, 1997) and further evolving into a ‘systems’ approach. Three main ‘systems’ accident models 
have emerged: ‘STAMP’ (Systems-Theoretic Accident Model and Processes) (Leveson, 2004), ‘FRAM’ 
(Functional Resonance Analysis Method) (Hollnagel & Goteman, 2004) and ‘Accimap’ (Svedung and 
Rasmussen, 2002). Building on the systems approach, the development of configurational causation models 
using Qualitative Comparative Analysis (QCA) (Ragin, 1987) offers the possibility of even more real 
understanding of incident causes (Baumgartner, 2008). The systems approach is now ‘arguably the dominant 
concept within accident analysis research’ (Underwood and Waterson, 2013, p154). However, despite 
widespread acceptance of the need for analysis of the whole system, in practice investigations remain focused 
on ‘contributory factors at the sharp-end of the sociotechnical systems’ (Hulme et al., 2019). 
Hailwood (2016) summarises the practical implementation of lessons learned from industrial accidents in terms 
of a four-part process: investigation, reporting of the findings, dissemination and lastly instigation, i.e. 
implementation of the learning in practice. Indeed, the original Seveso Directive codified the process in 1982, 
by obliging operators to investigate accidents and report findings to the authorities, who then store the findings 
in the MARS database (now eMARS) to enable dissemination of lessons by the European Commission. Other 
databases followed, such as the French ARIA and the German ZEMA databases, both established in the early 
1990s, as well as the Japanese Failure Knowledge database in 2001. In the 1990s professional organisations, 
such as IChemE and CCPS, began regularly publishing lessons learned. However, there are two major 
difficulties in extracting and making use of the growing amount of information stored in these databases. First, 
searching and trend analysis is problematic due to the different ways the information is categorised, and second, 
most of the ‘lessons’ stored derive from the single-loop type of learning. Thus, effective dissemination of lessons 
remains fragmented, presenting a major barrier to implementation – without which all the other parts of the 
process are impotent. 

3. Lessons learning has not advanced beyond the ‘acquisition’ stage 
Despite all the information collected in open sources and in internal company databases on chemical accidents, 
there is considerable evidence that lessons learning mainly consists of reporting. In this sense, there is a failure 
in the investigation phase in that only single-loop learning is achieved, typically limited to the technical cause, 
e.g. ‘the pipe broke’ identified as the sole perpetrator of a purely linear chain of events. However, evidence 
points to a far more serious failure in the dissemination and implementation phases, where even the simplest 
technical lessons are routinely not implemented, i.e., ‘the pipe keeps breaking’. Recent accidents and industry 
analyses provide little evidence of real progress towards a transformative lessons learning process. 
In light of the developments, both in understanding organisational learning and theory of incident causation 
described earlier, it is surprising and disappointing that investigations of recent notable chemical accidents 
indicate a failure to apply relevant lessons learned from past incidents that were well-known and widely 
available. As Table 1 indicates, this failure was a contributing factor in many recent major accidents involving 
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dangerous substances. The lessons learned shown in the table have been cited as causal factors in numerous 
publicly available incident reports, including those of some very well-known disasters. Moreover, most of them 
have been widely incorporated into relevant safety norms and standards.  

Table 1: Some recent major chemical accidents that stemmed from a failure to apply past lessons learned 

Recent major accident Examples of relevant lessons learned available in publicly available reports 
of past incidents 

Iqoxe, Tarragona, Spain 
(14 Jan 2020) 

Location of control room 
Risk assessment of fire hazard associated with ethylene oxide 
Risk–appropriate fire detection and mitigation systems 

Lubrizol, Rouen, France 
(26 Sep 2019) 

Safe storage conditions for flammable and combustible substances in IBCs 
Fire detection and mitigation systems for hazardous substances bulk 
storage 

BASF, Ludwigshafen, Germany 
(17 Oct 2016) 

Hot work procedures 
Need for sufficient supervision and preparation to avoid contractor errors 

West Fertilizer, Texas, USA 
(17 Apr 2013) 

Risks of contamination of ammonium nitrate 
Fire detection and mitigation systems for ammonium nitrate 

 
A number of incident databases and other resources are readily available, at no cost to interested readers 
(Hailwood and Gyenes, 2020). However, there are a number of barriers to extracting the lessons learned. 
Language is an obvious problem where database interrogation is not available in multiple languages. A second 
barrier is the depth of analysis in accident reports; the linear cause-and effect approach, commonly taken, only 
identifies technical causes, so the systemic failures and potentially more valuable learnings are missed. If the 
cause of a leak was reported as a failed seal on a pump, this finding does not answer questions about pump 
maintenance and inspection, operating practices, or suitability of equipment, and so a deeper, second-loop 
learning is not identified. Though the depth of analysis may have improved in more recent reports, earlier reports 
in the database will remain deficient in this aspect. A third barrier to extracting lessons learned is the lack of 
standardisation in the way the data are structured and can be queried, inhibiting not only extracting information 
but also comparing outputs from different sources. 
The barriers to extracting and developing lessons learned from publicly available sources of chemical accident 
data indicate the need for improvements. Specific improvements could be envisioned in: 

• Database design, to include larger text content, as well as images, in addition to the traditional highly 
formatted data fields. 

• Searchability, with an ultimate goal of a standardised ontology, building on intermediate steps such as 
increased meta-data tagging, thus allowing the identification of pattern similarity, grouping of accident 
scenarios, repeated causal chains, etc., in association with equipment, substances, industrial 
processes, etc. 

• Development of analytical methods and software tools, to enable not only the extraction of ‘double loop 
learnings’, but also the presentation of results in a readily understood form, so that actions can be 
derived from the learnings identified.  

 
Recent research (Single et al., 2020) offers potential AI tools for addressing the problems of retrieving 
information on past accidents by using semantically enriched accident databases. Natural Language Processing 
methods can extract information and automatically populate this into a predefined ontology structure, allowing 
causal accident relations to be discovered. Application of AI tools together with QCA across multiple databases 
may enable even more valuable insights for understanding causation as identifiable configurations of multiple 
factors. 
Gordon and Wilkinson (2014) suggest that some organisations may be reluctant to provide accident information, 
so industry associations and professional organisations may have a greater role to play in the management of 
incident learning. There are some positive examples of the analysis of multiple individual accident reports to 
identify causal patterns or operations and substances-specific studies (e.g. the Lessons Learned Bulletin from 
the EU’s Major Accident Hazards Bureau, the ARIA database of the French Ministry of Ecology, the Loss 
Prevention Bulletins of IChemE). However, among the many industry associations (e.g. CEFIC, the European 
Process Safety Centre, Concawe, International Oil and Gas Producers, the Center for Chemical Process 
Safety), there is limited evidence of systematic accident analysis and lessons learned to identify patterns of 
causality.  
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Incident investigations within the industry commonly focus on ‘root causes’, a failing that has been called ‘what 
you look for is what you find’ (Lundberg et al., 2009) and that tends to suffer from ‘hindsight bias’ (Dekker, 2011), 
limiting learning to single-loop learning ‘rather than to challenge deep assumptions with rigorous and systemic 
thinking…’, i.e. the aim of double-loop learning (Carroll, 2002). Despite this, useful learning can still come out of 
internal investigations, e.g. in the form of lessons learned bulletins and formal recommendations. However, this 
learning fails to get fully implemented often, which is a primary reason for the ‘failure to learn’ within an 
organisation (Hopkins, 2010), often arising from barriers that stem from the organisational culture. Many of the 
barriers to learning, summarised in Tables 3 and 4, are seen in organisations suffering major incidents. For 
example, Schilling and Kluge (2009) describe ‘restrictive and controlling management style’ and ‘status culture’ 
within outdated management, which are familiar features of the traditional ‘rule-following’ and ‘command and 
control’ paradigm, prevalent in high hazard industries, along with ‘high level of stress’, ‘lack of time and 
resources’, ‘fear of punishment’, and ‘blame culture’, which are so often associated with the asymmetric power, 
referred by Baumard and Starbuck (2005) and Buchanan and Denyer (2013). To achieve real instigation and 
implementation of learning, and move beyond reporting and dissemination (Hailwood ,2016), it is hence critical 
to address these barriers to learning. 

Table 2: Findings from studies of the barriers to organisational learning 

Study Barriers to Organisational Learning 

Schilling and Kluge 
(2009) 

Integration of new ideas inhibited by rigid/outdated managers’ beliefs or assumptions 
Institutionalising of learning inhibited by lack of resources or organisational hypocrisy 

Coopey and Burgoyne 
(2000) 

Organisational change constrained by entrenched power structures  

Baumard and Starbuck 
(2005) 

Organisational learning can be achieved but only if top managers are ‘motivated to 
learn’ 

Buchanan and Denyer 
(2013) 

Organisational learning is a political process shaped by the interpretations and 
interests of competing stakeholders…’who may seek to ‘protect themselves from 
scapegoating by producing their own event narratives’. 

4. More adaptive leadership practices can help create a learning culture  
To achieve effective organisational learning from incidents is far from impossible. It does, though, require a 
cultural shift. Building on recent developments in understanding leadership in the form of practices (Raelin, 
2016), together with understanding organisations as, in reality, more complex than simple hierarchies (Uhl-Bien 
et al., 2007), the empirical study by Cowley et al. (2021) found that relying solely on administrative ‘command 
and control’ practices impedes learning, and consequently real safety improvements, since these practices tend 
to over-emphasise simple compliance and to discourage questioning and speaking up. There is strong evidence 
that learning flourishes only in a climate of psychological safety and mutual trust (Edmondson and Lei, 2014) 
and that creating such a climate is highly dependent on leadership. 
Of course, administrative practices of competent compliance with formal procedures are the foundation of safe 
operation, but for learning to be effective, administrative practices need to be balanced with adaptive practices, 
such as sense-making, open communication and collaborative problem-solving. Achieving an effective, 
beneficial entanglement of these two different kinds of practices is difficult, but worth the effort. The resulting 
combination of both administrative and adaptive practices becomes much more strongly supportive of effective 
learning and, therefore, better safety outcomes. To get this to happen, there needs to be a clear commitment 
by the CEO and senior executives to adopt the kinds of leadership practices that encourage learning. They 
should start by employing more adaptive and enabling leadership practices themselves, aiming to achieve an 
effective balance with their traditional hierarchical ‘command and control’ administrative leadership, whilst, at 
the same time, coaching the operational managers to do the same. 
An explanation of how these two apparently very different approaches, both ‘administrative’ and ‘adaptive’ , can 
be mutually reinforcing to improve learning and safety, is given in Cowley (2020). This construction builds on 
‘Complexity Leadership Theory’ (Uhl-Bien et al., 2007) that describes how administrative and adaptive 
processes can be effectively entangled by combinations of leadership practices, specifically, directive and 
managerial ‘administrative’ practices, ‘adaptive’ practices that encourage innovation and learning, and a third 
kind, ‘enabling’ practices’, such as supporting networks and use of constructive tension, to help the other two 
kinds operate together. 
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Table 4: Summary of barriers to learning at each part of the learning from incidents process 

Part of the learning from 
incident process 

Barriers to Organisational Learning 

Investigation Poor gathering of facts, concentrating on visible technical evidence 
Insufficient depth of investigation (single-loop: only technical causes) 

Reporting of the accident 
investigation findings 

Report based on technical facts; preference for ‘single root cause 
Lack of discussion of organisational / systemic interaction of causal factors 

Dissemination Fear of legal consequences hinders distribution outside organisation 
‘Command and control’ leadership inhibiting ‘psychological safety’ 

Instigation / implementation 
of the learning. 

Over-emphasis of ‘administrative’ practices inhibiting networks and sharing 
Insufficient ‘adaptive’ and ‘enabling’ leadership practices that encourage 
challenging existing processes and supporting sense-making 

This approach is a departure from a strict hierarchical, rule-based system; however, it does not mean that the 
rulebook is thrown out completely. Rather, it recognises a need to have accepted ways of operating, and agreed 
behaviours and responses, and that these norms should be codified in standard operating procedures. However, 
as both Leveson (2011) and Hollnagel (2014) point out, this approach also recognizes that situations may arise 
that are outside of the preconceived and regulated set of conditions, and offers a way to address them safely.  
The approach also values the people involved. It recognises experience and knowledge and that a single person 
should not be expected to solve unexpected or difficult issues when they arise by themselves. By expanding 
the human resources available for problem solving, networks of people beyond the organisations boundaries 
also have a role to play. These networks may be amongst the operators of a particular type of production facility, 
within the chemical industry more generally, and between individuals as members of professional organisations. 
By working in collaborative and complementary ways, these networks can make a significant contribution to 
learning from incidents. In particular, they can provide access (e.g. to other networks, to other industries and 
stakeholders) to relevant information on incidents, as well as focussing on incidents that are relevant for their 
particular activity. A decision of particular note in this context was taken by the Institution of Chemical Engineers 
(IChemE) to make the Loss Prevention Bulletin (LPB), including its archive, free to access online by all members 
from January 2021. Previously this journal was available only by subscription, and although it was only of 
moderate cost, it was a hurdle to accessing the content.  

5. Conclusions and Recommendations 
The continued ‘repeat’ incidents, many with serious consequences are evidence of a widespread failure to learn 
in the high hazard chemical industries. A major cultural shift is needed. Existing barriers to organisational 
learning can be overcome, but significant sustained effort is needed. In this regard, the following specific actions 
are recommended: 

• Learning from incidents must be led from the top and accountability for implementing effective learning 
should not be delegated to safety specialists. 

• CEOs and senior executives should commit to adopting more adaptive and enabling leadership 
practices within their organisations to create the climate of psychological safety necessary for a 
learning culture, alongside traditional administrative ‘command and control’ leadership practices. 

• Networks should be developed within and between organisations to build expertise and share it widely.  
• The use of chemical accident databases should be developed to allow better recording of information 

and enable the identification of systemic causes that go beyond single-loop learning, and better 
information sharing to include not only dissemination of accident details but also lessons to be learned 
and recommended actions to be taken to apply those lessons. 

To sustain trust in high hazard industries, corporate leaders must demonstrate to the authorities and the public 
that effective strategies and adequate resources are employed to develop and sustain a lessons learning culture 
and competence at every site and at every organisational level. 
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